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ABSTARCT:

Clinical decision making by health professionalsis a more complex process The Clinical decision support
system (CDSS) is an interactive decision support system (DSS) Computer Software, which is designed to
assist physicians and other health professionals with decision making tasks, such as deter mining diagnosis
of patient data. For thiswork lot of researcher have proposed many algorithms based on cost, efficiency,
time consumption but not in good accuracy. The proposed system based on K-means clustering and
Artificial Neural Network using Particle Swarm Optimization Algorithm will maximize the accuracy and
efficiency of clinical decision-making with minimizing time consumption & cost. Proposed system having
two main operations one is k-means clustering for grouping the patient data according to the symptom
and patient details ,second one is the adaptation of network weights using Particle Swar m Optimization
(PSO) was proposed as a mechanism to improve the performance of Artificial Neural Network (ANN) in
classification of patient dataset. Classification is a machine learning technique used to predict group
member ship for data instances.

Keywords: Clinical decision making; Clinical Decision Support System; ANN; PSO; Back propagation; K-
mean.

1. INTRODUCTION

Clinical decision making is the process in which fihysician determines patient need what and whenthis
physician gather all the information of the patiamd compare it with the knowledge present with lainal
prepare the argument for a particular disease.sfdiere may then be no single, right way of apgyin
diagnostic and therapeutic strategies to a pasticahse. Clinical decision support system (CDSSans
interactive decision support system (DSS) Comp8tdtware, which is designed to assist physiciamsaher
health professionals with decision making taskghsas determining diagnosis of patient data. A gk
definition has been proposed by Robert HaywardhefGentre for Health Evidence; "Clinical Decisiamport
systems link health observations with health knolgéeto influence health choices by clinicians foproved
health care". This definition has the advantagsimiplifying Clinical Decision Support to a functiainconcept.
It is a major topic of artificial intelligence inedicine.

There are two types of the Clinical decision supggstem [3]. Knowledge based CDSS and Non-knogéded
based CDSS.The Knowledge based CDSS as the naniesntrontains the knowledge in the form of rules
and evidences .Rules are nothing but the conditistatements .In this the rules are combined withgatient
data we can easily perform the diagnosis and teaugthe decision evidences are used.Non-knowledged
CDSS is without knowledge base which uses artlficiglligence such as machine learning algorithi4jsThe
clinical decision making is a very complex proceBaday, only fifty percent is the chance of progd&gnosis
of disease and recovery of patient. [2]To improkie tliagnosis of disease and accurate treatmentrate c
decision support system (DSS) with the use of meaat health record (EHR) with K-means clusteringl a
Artificial Neural Network using Particle Swarm Opiization Algorithm.
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2. LITERATURE SURVEY

A lot of research work is done in the clinical demismaking. The systems such as MYCIN, CASNET, PIP and
Internist-I are proved that the clinical decisiapport systems performs better than the manuatipesc

CASNET (Causal Associational Networks) was developedaity 1960s is a general tool for building expert
system for the diagnosis and treatment of disea€&SNET major application was the diagnosis and
recommendation of treatment for glaucoma.

In the early 1970s MYCIN was developed to diagnoséaiterantimicrobial infections and recommends drug
treatment. It was not actually used in practiceresearch indicated that it proposed an acceptablapy in about
69% of cases, which was better than the performahodextious disease experts who were judged usiegsédme
criteria [5].

PIP (Present lllness Program) was developed in 1&76snulate the behavior of an expert nephrologitaking
the history of the present illness of a patient witidlerlying renal disease.

The work on Internist-I in early 1980s was concdnttaon the investigation of heuristic methods faposing
differential diagnostic task structures on clinidacision making. It was applied in diagnoses oérimal medicine.
Now a day based on the current needs the CDSS is @thadn many systems combination of two technicares
used to improve the performance of the system.

Casey C. Bennett and Kris Hauser [6], has develapgeneral purpose model for clinical decision mgkising
artificial intelligence framework in which the markalecision process with the dynamic decision maksgsed.
This framework consists of patient agent with theidasormation of patient with symptoms and individized
transition model, and physician agent with belidfswa patient status and treatment effects and &eisidn making
capabilities. Based on the individualized transitinodel the MDP is created. Then the evidencesilsgectl by the
physician. The filtered evidences and the seled&d from EHR the MDP search tree is prepared whiokists of
number of actions and the treatments from thatogitenal action is selected belief state is updated the cost is
calculated for the current action. Then this predssrepeated till the action is equal to no trestmThen optimal
treatment and cost is calculated. Framework, sombeoflifficult patient data’'s sometimes won't cléggroperly
and also decision of treatment will maybe wrong soaneeimproving the decision making algorithm basadke
means and artificial neural networks using partisl@am optimization leaning algorithm. It improves #eeuracy of
giving decision of patient details, efficiency, Broonsumption and cost of the system.

3. PROPOSED SYSTEM

In this we have patient database which includeaugts, treatment information, demographic inforargtand
other clinical indicators, was obtained from thectdonic health record (EHR). Database is then&tad using
the K-means clustering algorithm based on the sgmptwith K= n. This result in n clusters, everysthr

contains the data that are most relevant to spedifiease. Each cluster is having the informatica disease
name, symptoms, treatment and the cost for it. Themising artificial neural network with particlevarm

optimization and back propagation we train theeystWhen the new patient arrives the patient defaisic
information, symptom’s and test results ) are feethe system the combination of particle swarmnojzation

and back propagation finds optimal solution i.esedises based on given query with the treatmenticasid
associated with ifThe general idea of the system is illustrated enfthlowing diagram.

312



E-ISSN: 2321—-9637
Volume 2, Issue 1, January 2014

| nter national Journal of Research in Advent Technology

Available Online at: http://www.ijrat.org

[ Fatient Databasze ] [ Cruery patisnt details ]

K-mesans clestering

T T
R Artificial nevral MNetworks E
A (AND) 5
I L
hl Particle swarm optimization I
I And Back propagation (P30-BF) G
N

G

Clazssified patient data and
Trzatment

Figure 1: proposed system for clinical decision imgk

3.1 K-meansalgorithm

Cluster analysis or clustering is the task of ging@ set of objects in such a way that objecthénsame group
(called a cluster) are more similar (in some semsanother) to each other than to those in otheugs (clusters). It is
a main task of exploratory data mining, and a comtechnique for statistical data analysis, usedamy fields,
including machine learning, pattern recognitionage analysis, information retrieval, and bioinfoticg[7]. K-
means [8] (MacQueen, 1967) is one of the simplestip@rvised learning algorithms that solve the webtwn
clustering problem. The procedure follows a simplé @asy way to classify a given data set througértain number
of clusters (assume Kk clusters) fixed a priori

K-mean algorithm is as follows:

1.

2.

3.

4.

Select the k points randomly; the points are natiat the centroid of groups.

Based on the centroid the data is partitionedkrgooups, the data which is adjacent to it is agsigo that
group.

Then recalculate the k centroids after completibtie first partitioning

Then iterate the step 2 and 3 till the centroidstiiechange the location.

Finally, this algorithm aims at minimizing aibjective functionin this case a squared error function. The patien
data and the physician data is partitioned usingekns algorithm based on the symptoms.in this gewxip or cluster
consists of disease name, symptoms, treatmenhancbst required for it.
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3.2 ANN (Artificial Neural Network)

Artificial neural network is an efficient informatioprocessing system which resembles in characteristith a
biological neural network.in this proposed systemaneusing feed forward neural network. This typeaifuwork has
no recurrent connections between the nodes so tivéyattows in one direction.

3.3 Particle swarm optimization with back propagation

The PSO-BP is an optimization algorithm combininige tParticle swarm optimization with the
Backpropogation.[9] The particle swarm optimizatigfSO) is an evolutionary computation technique
developed by Eberhart and Kennedy in 1995 [10phiresl by social behavior of bird flocking. This kexdque is
used to find global optimal solution. The Backprgation (BP) algorithm is used to find local optinsalution
.the combination of both is nothing but the hylaigorithm is used to find best global optimal siwint

The PSO-BP algorithm’s [11] searching processaigesi from initializing a group of random patrticles

Initialize the positions (weight and bias) and wdies of a group of particles randomly.

The PSO-BP is trained using the initial particlesipon.

The learning error produced from BP neural netwaank be treated as particles fithess value accotding

initial weight and bias.

4. The learning error at current epoch will be redusg@hanging the particles position, which will apel the
weight and bias of the network.
(i) The “pbest” value (each particle’s lowest learning error ag fand
(ii) The ‘gbest” value (lowest learning error found in entire leimig process so far) are applied to the
Velocity update to produce a value for poss adjustment to the best solution or targetedring error.

5. The new sets of positions (NN weight and bias)psoeluced by adding the calculated velocity valutheo
current position value. Then, the new sets of pstare used to produce new learning error in feed
forward NN.

6. This process is repeated until the stopping camutieither minimum learning error or maximum nursber
of iteration are met.

7. The optimization output, which is the solution tbe optimization.

wp e

4. CONCLUSION

In this paper the proposed system is used to magithie accuracy of clinical decision by using a&tdre of
the k-means algorithm for partitioning the databagbin appropriate groups. The time consumptioal$®
reduced by the ANN with PSO-BP which is same likgS® for training testing .The proposed system aéhl
uncertainty of the clinical decision making ang@ritvides optimal treatment to the patient with ctarp
chronic illness.
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